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Problem 1.1 Consider the following block matrix

(e 2)

where |A| # 0, |D| # 0, and |A| denotes the determinant of the matrix A.
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a) Derive the block UDL factorization of

b) Derive the inverse of

¢) Show that
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Show that the conditional pdf pxy (x[y) is Gaussian with mean

Problem 1.2 Let

Myy = Hx+ nyzyiyl (v —Hy)
and covariance

— -1
Ty = Zux — Ty Zoy Ty

Hint: Use the results from Problem 1.1.

*These exercises are heavily inspired by exercises used by Isaac Skog (LiU) and Mats Bengtsson (KTH).



Problem 1.3

Problem 1.4

Problem 1.5

Suppose X and Y are jointly distributed random variables. When Y is unknown, an appealing
estimate of the value of X is its mean value p, = E[X]. This estimate has the property

EIIIX — pel*] < E[IX — 2]

for all z, and has the average error E[||X — ti[|*]. Now suppose that one is told that ¥ = y. Let
£ = Exjy—,[X]. Show that

Exjy—y [IX = 211%] < Exjy—y [IX — wel]-

This directly gives the intuitively reasonable result that the mean estimation error E[[|X — £|?]
averaged over all values of X and Y is be bounded from above by E[||X — jt[|*]. When is this
bound attained, i.e., when is there no improvement in the knowledge of X given the value of Y?

Given a zero-mean wide-sense stationary process y(¢) with auto correlation function (acf) ryy(7),
derive the linear least-squares estimate of

'/O.Ty(t)dt

in terms of its values at the end points y(0) and y(7T).

Assuming that the covariance function is

ryy(T) = eI,

show that the estimate is | T
a

— tanh — (y(0 T)).

g anh —— (0(0) +(T))

Furthermore, provide an approximate estimate that holds for small 7.

Assume X and Z are independent (jointly) Gaussian random variables with means p, and y,, re-
spectively, and with covariance matrices X, and X ;. Then ¥ = X +Z is Gaussian and pyy (x[y) is
a Gaussian density function. Show that the associated conditional mean and covariance are

Myly = LT+ Ezz)il”x + T (Zx + Z"zz)q (v — 1)

= Ty (To e+ 22 (0 — o))
and
Zx|y = Zxx - Zxx(zxx + Z"ZZ)ilZ)fx

= (S +22)

respectively.

Hint: Begin by deriving the joint density px y(x,y) and assume that the inverses exist.



