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1 The Innovation Process
Let {yk} be a sequence of random variables, and let ŷk|k−1 be the llse of yk given y0,y1, . . . ,yk−1. The
“new information” brought by yk, that could not be determined from past observations, are

ek = yk − ŷk|k−1,

which is denoted the innovation.
Note that ek is a linear function of {yi}k

i=0. ek ⊥ L ({yi}k−1
i=0 ) by the projection principle, thus ek is a

white sequence (process).

yk

ŷk|k−1

yk − ŷk|k−1

L (Yk−1)

To see this: Let

ek = AYk, Yk =


y0
y1
...

yk

 ,

then
E[eke∗l ] = E[ek(AY ∗

l )] = E[ekY ∗
l ]A

∗ = ⟨ek,Yl⟩A∗ = 0, k > l

E[eke∗l ] = AE[Yke∗l ] = A⟨Yk,el⟩= 0, l > k

Note: In Homework 2 you showed that ET
k =

(
eT

0 . . . eT
k

)
can be obtained by a causal linear

transformation of Y T
k =

(
yT

0 . . . yT
k

)
. This transformation is casually invertible.
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Matrix form

Yk =

 0
×

Ek, Ek =


e0
e1
...

ek



Ek =

 0
×

Yk, Yk =


y0
y1
...

yk



Ryy = T ReeT ∗,

T — lower triangular, with unit diagonal

Transfer function

T (z)
ek yk

T−1(z)
yk ek

Φyy(z) = σ
2
e T (z)T (z−1),

0 < Φyy(z)
∣∣∣
z=e jω

< ∞,∀ω

The “matrix” transformation can be obtained by, e.g., Gram-Schmidt orthogonalization, i.e.,

ek = yk −
k−1

∑
j=0

⟨yk,e j⟩∥e j∥−2e j

Hence, the same information is contained in Yk and Ek, which implies that

x̂l|k = llse. of xl given Yk = llse. of xl given Ek

= Proj
(
xl |L (Ek)

)
=
/

orthogonal
/

=
k

∑
i=0

⟨xl ,ei⟩∥ei∥−2ei

= x̂l|k−1 + ⟨xl ,ek⟩︸ ︷︷ ︸
E[xle∗k ]

∥e−2
k ∥︸ ︷︷ ︸

R−1
e,k

ek

Summary

x̂l|k = x̂l|k−1 + ⟨xl ,ek⟩∥ek∥−2ek (Recursive update of llse.)

ek = yk − ŷk|k−1 = yk −
k−1

∑
j=0

⟨yk,e j⟩∥e j∥−2e j (Innovations sequence from observations)

See how the Wiener-Hopf equations were solved in Lecture 2 using the whitening filter.

Computational issues
• Generally: O(k3) operation to calculate T (factorize Ryy) or equivalently the innovations.

• If {yk} stationary process → O(k2) operations.

• State-space model, where dim(xk) = n ≪ k → O(kn3) operations.
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Kalman Filter — an innovation approach
State-space model (k ≥ 0):

xk+1 = Fkxk +Gkwk

yk = Hkxk + vk

E


wk

vk
x0




wl
vl
x0
1


∗=

Qkδl−k Skδl−k 0 0
S∗kδl−k Rkδl−k 0 0

0 0 Π0 0.


(The last column implies the involved stochastic variables are zero-mean.) Let ek = yk − ŷk|k−1, where

ŷk|k−1 = Proj(yk|Yk−1) = Proj(Hkxk + vk|Yk−1) =
/

vk ⊥ Yk−1

/
= Hkx̂k|k−1

Thus, finding the innovations is equivalent to find the one-step predictor of the state xk. Since {ek} is a
white sequence, then

x̂k+1|k =
k

∑
i=0

⟨xk+1,ei⟩∥ei∥−2ei

= x̂k+1|k−1 + ⟨xk+1,ek⟩∥ek∥−2ek

= x̂k+1|k−1 +Kp,kek, Kp,k = ⟨xk+1,ek⟩∥ek∥−2 = E
[
xk+1e∗k

]
Note, we would like an expression in terms of x̂k|k−1 instead of x̂k+1|k−1.

x̂k+1|k−1 = Proj(xk+1|Yk−1) = Proj(Fxk +Gkwk|Yk−1)

= Fk Proj(xk|Yk−1) = Fkx̂k|k−1

Bringing it all to together we get the recursion

x̂k+1|k = Fkx̂k|k−1 +Kp,k(yk −Hkx̂k|k−1) = (Fk −Kp,kHk)x̂k|k−1 +Kp,kyk.

What remains is to find a recursive way to calculate the Kalman predictive gain Kp,k.
Let x̃k|k−1 = xk − x̂k|k−1 and Pk|k−1 = E

[
x̃k|k−1x̃∗k|k−1

]
then

ek = yk −Hkx̂k|k−1 = Hkx̃k|k−1 + vk

Re,k = E
[
eke∗k

]
=
/

vk ⊥ x̃k|k−1

/
= HkPk|k−1H∗

k +Rk

Further we have that

E
[
xk+1e∗k

]
= Fk E

[
xke∗k

]
+Gk E

[
wke∗k

]
where

E
[
xke∗k

]
= E

[
xk(Hkx̃k|k−1 + vk)

∗]
= E

[
xkx̃∗k|k−1

]
H∗

k +E
[
xkv∗k

]
=
/

x̂k|k−1 ⊥ x̃k|k−1 ⇒ E
[
x̂k|k−1x̃∗k|k−1

]
= 0

/
= E

[
(xk − x̂k|k−1)x̃

∗
k|k−1

]
H∗

k = Pk|k−1H∗
k

E
[
wke∗k

]
= E

[
wk(Hkx̃k|k−1 + vk)

∗]= E
[
wkv∗k

]
= Sk
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yielding

Kp,k = (FkPk|k−1H∗
k +GkSk)(HkPk|k−1H∗

k +Rk)
−1

Now we need a recursion for Pk|k−1.

x̃k+1|k = xk+1 − x̂k+1|k = Fkxk +Gkwk − (Fkx̂k|k−1 +Kp,kek)

= Fkxk +Gkwk −Fkx̂k|k−1 −Kp,k(Hkx̃k|k−1 + vk)

= (Fk −Kp,kHk)x̃k|k−1 +
(
Gk Kp,k

)( wk
−vk

)
yielding (x̃k|k−1 ⊥ wk,vk)

Pk+1|k = (Fk −Kp,kHk)Pk|k−1(Fk −Kp,kHk)
∗+

(
Gk Kp,k

)( Qk −Sk
−S∗k Rk

)(
Gk Kp,k

)∗
=
/
. . .

/
= FkPk|k−1F∗

k +GkQkG∗
k −Kp,kRe,kK∗

p,k

This is the discrete time algebraic Riccati equation (DARE)

Kalman Filter (prediction form)

P0 = Π0, x̂0|−1 = 0 (assuming zero-mean) Initial values

ek = yk −Hkx̂k|k−1 Innovation

Re,k = HkPk|k−1H∗
k +Rk Innovation covariance

Kp,k = (FkPk|k−1H∗
k +GkSk)R−1

e,k Kalman prediction gain

x̂k+1|k = Fkx̂k|k−1 +Kp,kek Prediction

Pk+1|k = FkPk|k−1F∗
k +GkQkG∗

k −Kp,kRe,kK∗
p,k State covariance

Kp,k tells us how much we should adjust our estimate x̂k|k−1 given observations yk:

• Kp,k — small: Trust the model (∥Q∥/∥R∥ small)

• Kp.k — large: Trust the measurements/observations (∥Q∥/∥R∥ large)
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